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Introduction  

 

Wind-generated waves refer to the geophysical processes of a small-scale range of variation with the 

characteristic time scales of fractions to several tens of seconds and the spatial scales of centimeters to 

several hundreds meters. Wave disturbance is a probabilistic process, which properties are described by a set 

of statistical characteristics (parameters). Wave dimensions are determined by a set of external factors 

(wave-generation conditions), in particular, wind speed, duration of wind effect, fetch, etc. Under unchanged 

conditions, wave disturbance is a quasi-stationary, quasi-homogeneous process. Wave generation conditions 

for any water area do not remain unchanged; changes are associated with the passage of baric formations 

(synoptic variability), annual rhythmicity (seasonal variability) and long-term variations in circulation 

processes (year to year variability). Such variability of different scales makes it possible to determine the 

wave regime (or wave climate) as an ensemble of the wave surface conditions taking into account the above 

variability. In reference books and manuals, the variability is represented by various statistical 

characteristics: wave spectra, regime distributions and their numerical characteristics (for example, mean 

values, dispersion, quantiles, etc.). The regime distributions of wave elements and wind speeds characterize 

the variability of the distribution parameters from a quasi-stationary interval. The variability of the spectrum 

parameters and the probability of their occurrence are described by the climatic wave spectra. Fig. I.1 shows 

a schematic diagram that explains the variety of wave disturbance within a quasi-stationary interval and the 

regime characteristics of waves. 

 

 
 

 

 
Fig. I.1  

 

Schematic diagram of sampling for calculation of wave climate   
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Spatial and time-dependent breakdown detail level of regime characteristics, completeness and 

diversity of the set of statistics are determined by the target orientation of the publications. The 

requirements of the Russian Maritime Register of Shipping* make it possible to be limited to the 

information on wind and waves for a finite set of quasi-homogeneous regions of each of the 

considered water areas of the Barents Sea, the Sea of Okhotsk and the Caspian Sea. The accepted 

practice of designing and operating ships and ocean engineering facilities allows dividing the wind 

and waves regime characteristics into extreme and operational ones. The former defines the so-

called survival mode of a structure or vessel, while the latter determines the mode of their day-to-

day operation. As a rule, standard procedures are used when calculating the operational 

characteristics. The greatest difficulties arise when assessing the extreme characteristics both 

because of their greatest importance and criticality regarding the final result of calculations and 

because of the unresolved numerous methodological problems. 

 

1 Brief description of reference data on wind and wave regime of the 

Barents Sea, the Sea of Okhotsk and the Caspian Sea in compliance with the 

requirements of the Russian Maritime Register of Shipping 
 

In 1962, the USSR Register prepared and published the reference data on the seas washing the 

shores of the USSR [1], and in 1965, the first edition of the reference data on ocean wind and waves 

was published [2]. In 1974, the Register prepared and published the reference manual on wind and 

waves regime in oceans and seas [3]. That manual has not lost its relevance to this day and is used 

in solving numerous applied problems, for example, to design ships, to classify them according to 

the areas of navigation, to plan the operations of marine and fishing fleets, etc. Based on the data of 

visual observations of waves and wind measurements, the 1974 edition presents, in the tabular and 

graphical form, the information on the return period of wind and waves by gradation for particular 

areas and seasons, and other elementary statistical data (mean value, dispersions, distribution 

parameters, etc.). In the 1974 reference book, the Barents Sea is divided into three large areas, the 

Sea of Okhotsk into four, and the Caspian Sea into three. 

Starting from the 70s, more detailed information than before on wind and waves was required in 

connection with the development of the shelf of the seas of Russia. In response to those 

requirements, the Register issued the rules for mobile offshore drilling units [4] and amendments 

thereto [5]. For the first time, those publications provided the detailed data on the joint distributions 

of wave heights and periods, but for the seas in general, i.e. without detailing by areas. In the rules 

of 1987 edition [5], information on extreme wind and waves possible once every 50 and 100 years 

are detailed by areas. However, a lot of time has passed since those manuals have been published. In 

the 80s, the Main Directorate of Oceanography Navigation of the USSR Ministry of Defense 

published the Hydrometeorological Maps of the Seas [6]. The Hydrometeorological Service 

published reference books on shelf [7, 8] and on the Seas of the USSR Project [9, 10, 11]. These 

publications contain a wide spectrum of information on hydrometeorological characteristics, but 

they are not focused on the specifics of RS requirements and the activity area. Reference books 

published abroad [12, 13, 14] mainly reflect the most common patterns of wind and wave regimes 

or relate to a specific oil and gas field and are not representative of the sea in general. 

 

 

________________________ 
 

*  Hereinafter, the Register, RS.  
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Currently, the development of navigation, shipbuilding and shelf development imply the 

increased requirements for the content, completeness and reliability of information on the wind and 

wave regime. At the same time, it became possible to largely satisfy such requirements due to the 

use of a modern information database, improvement of old and development of new methods of 

hydrodynamic and probabilistic simulation of wind and wave fields. 

 

2 Approaches to create a new generation of reference data on wind and 

wave regime 
 

Since the mid-70s, the instrument measurements of waves have been taken from automatic 

buoys and drilling units. This measurement data was obtained mainly in the coastal areas and, 

despite of the fact that the data is numerous, it does not always reflect the wave regime in open areas 

of the oceans and seas. The measurements are successfully used to test the numerical models to 

calculate waves and to solve specific tasks of studying the wave climate. 

The year of 1975 can be considered as the beginning of satellite measurements of waves. The 

data accumulated as a result of satellite measurements made it possible to create the first atlases on 

the wave regime in 1996 [15, 16]. This data reflects the space-time variability of the wave regime of 

large water areas. However, the reliability of the satellite information does not meet the RS 

requirements and additional research is needed.  

The development of the ocean and seas shelf imply many additional requirements for the 

content, completeness and reliability of information on the wave climate. Such information is 

especially necessary for the areas where investigations are not made or made extremely rarely. 

Therefore, for the above areas, a concept has been developed for determining the wave regime 

characteristics [17]. The concept is underlaid by an approach based on obtaining the regime data by 

calculating waves using hydrodynamic models. The approach adopted is based on the fact that, at 

present, the models describing the equation of the balance of wave energy in spectral form have 

reached a very high level both in consideration of the wave formation factors and in computational 

terms. These models are used to calculate the frequency-directed spectra for the given wind or 

atmospheric pressure field, and from the spectra, the wave heights and periods at nodes of the grid 

domain. The possibilities of model calculations of waves for long periods of time (years and 

decades) have significantly expanded after the implementation of the international large and 

demanding project on the reanalysis of meteorological data [18]. As a result, there is data at free and 

partially limited access on the Internet on the fields of atmospheric pressure and wind, which serves 

as input information to calculate waves. The approach based on the hydrodynamic modeling to 

create the database for calculating wind and wave regimes is the most widely used, recognized and 

approved by both the scientific community and the users of wind and wave information around the 

world. Statistical processing of the hydrodynamic modeling results is one of the most important 

stages of the research, it requires that the analysis and synthesis of calculation results be made, 

ensemble of realizations be obtained, the reliability of the calculated statistics be studied and 

reference data on the wind and wave regime be created.  
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2.1 Hydrodynamic models used in wind and wave calculations in seas and oceans 
 

Any hydrodynamic model of waves proposed to date may be described as follows [19, 20]: 
 

 (2.1) 

 
where N - spectral density of wave action, which is function of latitude ű, longitude ɗ, wave number k and angle ɓ 

between the direction of wave vector and parallel, as well as frequency ɤ and time t. 

 

In this case, if S = S(ů, ɓ) is the conventional spectral density of the wave energy, which depends on 

natural frequency ů (measured in the reference system related to the flow) and angle ɓ, then its 

relationship with wave effect density N(k, ɓ) is determined as follows 

 

 (2.2) 

 

This wave energy balance equation connects the phenomena of energy inflow from the wind, 

dissipation and its redistribution, and nonlinear interaction between the frequency components of 

the wave process. Most often, source function G is written as the sum of three components: 
 

 (2.3) 

 
where  Gin - energy input from wind to waves; 

Gnl - weakly nonlinear interaction in the spectrum of wind-generated waves;  

Gds - wave energy dissipation; 

 

At present, all proposed models differ in the form of representation of the source function and in 

the methods of numerical implementation of the computational model for solution to equation (2.1). 

There is a huge number of models that, with varying completeness and reliability, take into account 

the term of sum in relationship (2.3). In principle, all models can be divided into three large groups: 

discrete spectral; 

parametric spectral; 

integral. 

In particular, the integral models include semi-empirical relationships used in various calculation 

manuals for wave calculation, Construction Norms and Regulations (SNiP), etc. 

When describing the wave spectrum, the parametric spectral models (for the first time, such a 

model was proposed by Klaus Hasselmann) consider not every harmonic separately, but several 

parameters that approximate the spectrum. Depending on a number of parameters, the models can 

be six-, five- or even one-parametric. These models solve the partial differential systems by partial 

derivatives for the spectrum parameters. An overview of the available parametric models can be 

found in a number of publications (e.g., refer to [21]). The advantage of the parametric models is the 

fast implementation of calculations. For this reason, they were widely used until recently, especially 

in application-oriented calculations. However, the parametric models are gradually becoming 

obsolete with the development of computing and, apparently, would be used for the express analysis 

of wave regime. In addition, the disadvantages of the parametric models are the use of empirical 

relationships between the wave formation factors and the spectrum parameters, the non-unique 

allowance for swell waves and the inability to adequately reflect the spectrum shapes. Due to the 

need to describe the spectral wave climate, the latter circumstance significantly narrows a field of 

applicability of parametric spectral models. 
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The discrete spectral models are the most theoretically substantiated and differ mainly in the 

degree of detail in describing nonlinear interactions. The most widely used models developed by 

international teams of scientists are WAM (Wave Model) and Wave Watch, as well as SWAN 

(Simulating Waves Near Shore) for shallow water. These models are open to a wide range of 

Internet users. The spectral discrete models are successfully used to calculate waves in various areas 

of the oceans including solving particular applied tasks, in particular, determining the wave regime 

in particular oil and gas fields. For example, the WAM and Wave Watch models are used to 

simulate waves both in individual oceans and for the entire World Ocean in order to study the long-

term variability of the wave climate. There is the extensive literature related to the results of their 

use (e.g., refer to [22, 23, 24]). In its most recent version 2.22 [25], the Wave Watch model was 

used to create a database for calculating the regime characteristics of wind and waves in the Barents 

Sea, the Sea of Okhotsk and the Caspian Sea. As input data, there was used the data on the wind 

atmospheric pressure fields obtained as a result of the reanalysis made at the US National Center for 

Environmental Prediction and the National Center for Atmospheric Research (NCEP/NCAR). The 

computational grid domain for the Barents Sea covers almost the entire North Atlantic (from 60ÁN 

to 81ÁN and from 30ÁW to 60ÁE), which made it possible to take into account the penetration of 

swell and wind-generated waves from the Atlantic Ocean into the area covered by the Barents Sea. 

For the Sea of Okhotsk, the grid domain includes the northern part of the Pacific Ocean (from 35ÁN 

to 65ÁN and from 135ÁE to 165ÁE). The Caspian Sea is a closed basin, and the calculated grid 

domain covers the entire sea (from 36Á42'N to 47Á18'N and from 46Á48'E to 54Á48'E). The grid 

spacing is determined by the initial reanalysis data. When recalculating the pressure and wind fields 

into a finer grid, the method developed by INFOMAR is also used that is successfully applied to the 

calculations of the wave fields, currents and sea level for the needs of developing oil and gas fields 

on the shelf of the seas of Russia. 

Computer-aided implementation of the calculations based on the hydrodynamic model for the 

Barents Sea, the Sea of Okhotsk and the Caspian Sea was carried out using the computing facilities 

of the Institute of High-Performance Computing and Information Systems (IHPC&IS). The data 

preparation and test calculations were carried out using the personal computers running the Linux 

operating system. At different times, serial calculations were made using two supercomputers and 

one computing cluster of the IHPC&IS inhouse assembly. The wind and waves calculations were 

made for every 6 hours (4 synoptic hours per day) at the time interval of 30 years (4x365x30 = 

43800 hours for each computational point). The 30-year computational period was chosen in 

accordance with the recommendations of the World Meteorological Organization (WMO) to take 

into account the possible year to year variability of waves. As a result, enormous data arrays are 

created. For example, only information for the Barents Sea on two-dimensional spectra S(ɤ,ɗ) at 

more than 1200 sea points after 6 hours in 30 years at 15 intervals within the frequency range and 

24 values of the direction (every 15Á) in frequency step is approximately 3,15Ŀ10
15

 numbers for 52 

million spectra. If the information is added regarding the apparent elements of the waves, then the 

amount of information will be further increased by several orders of magnitude. 
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Therefore, in order to limit an amount of output data, to increase their information content and to 

speed up the calculations, the information is only stored in full for some specifically selected points. 

For the other nodal points of the grid, it is only saved the integral information on the waves (wave 

height, mean period, direction of wave travel). For the analysis of the wind-wave regime, the 

Barents Sea is divided into 11 homogeneous areas, the Sea of Okhotsk into 9, the Caspian Sea into 

8. In each area, several points of particular interest have been identified for subsequent statistical 

analysis. 

 
 

Fig. 2.1 

 

Map of the Barents Sea. The solid lines indicate the division into the areas adopted in this manual (the numbers of the areas are 

given in Arabic numerals). The dashed lines indicate the division into the areas of the sea given in [3] (the numbers of the areas 

are indicated in Roman numerals) 

 

 

In this manual, some homogeneous areas are combined with each other with the aim of limiting 

an amount of the provided computational information on the sea areas based on the analysis of the 

computational data obtained. As a result, this manual gives the information for five areas of the 

Barents Sea and the Sea of Okhotsk and for three areas of the Caspian Sea. Fig. 2.1 to 2.3 show the 

sea maps and the combined areas under consideration. 
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Fig. 2.2 

 

Map of the Sea of Okhotsk. The solid lines indicate the division into the areas used in this manual (the numbers of the areas are 

given in Arabic numerals). The dashed lines indicate the division into the areas of the sea given in [3] (the numbers of the areas 

are indicated in Roman numerals) 

 

 

Verification of the model-using calculation results and the measurement data from the pitch-roll 

buoys in the Barents Sea, from drilling platforms in the Sea of Okhotsk and bottom wave meters in 

the Caspian Sea showed the acceptability of the model used for calculation of wind and wave 

regime.   
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Fig. 2.3 

 

Map of the Caspian Sea. The solid lines indicate the division into the areas used in this manual (the numbers of the areas are given 

in Arabic numerals). A division into the areas given in [3] overlaps with this division. 

 

  



14 

 

2.2 Verification of compliance of model calculation results to measurement data 
 

The meaning of check (verification) is to compare the characteristics of model calculations with 

the measurement data that were not initially used to identify the model parameters. The purpose of 

comparison is to determine a degree of possible differences, which can be both systematic and 

random due to a number of governing factors not being taken into account in the model. 

 

As the NCEP/NCAR reanalysis data on the wind speed fields are used for the calculation based 

on the WAVEWATCH III hydrodynamic model, possible differences between the calculation 

results and the measurement data can be a consequence of both the error of the model wind field and 

the imperfection of the hydrodynamic wave model itself. For this purpose, a preliminary 

comparison was made between the NCEP/NCAR wind fields at a height of 10 (m) and the long-

term observation data. As the mixed waves field in the western part of the Barents Sea is also 

determined by the wind regime in the Norwegian, Greenland Seas and the North Atlantic, both the 

instrument measurements by weather vessels (ʄ and L), and the measurements by buoys in the 

Barents Sea were used for comparison. Table 2.1 gives a brief description of the initial data. 
 

 

Table 2.1 
 

Characteristics of the series of near-water wind speed based on instrument measurements 

 

 

No. Station ű, ɚ Duration Discreteness 

1 L 

 

3 hours 

2 ʄ 3 hours 

3 Seniralbanken Buoy 3 hours 

4 Nordkapp-/ST Buoy 3 hours 

 

 

As an example, Fig. 2.4 shows the comparison results for time-series fragments of wind speed 

module . Fig. 2.4 shows a fairly good correlation between the measurement data and the model 

data. 

 

 

To verify the wind fields at a height of 10 (m) according to the NCEP/NCAR reanalysis data for 

the Sea of Okhotsk, there were used the data of wind speed and direction observations, 4 times a 

day, at Odoptu WS (58Á06'N, 143Á28'E) from 1975 to 1981. For comparison with the data on the 

coastal WS, there were used data on the nearest sea point (58Á05'N, 144Á20'E) from the reanalysis 

array.  
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Fig. 2.4 

Comparison of implementation fragments of wind speed module based on instrument measurements (1) and reanalysis data (2). 

The Barents Sea. The numbers correspond to the data of Table 2.1 

 

As an example, Fig. 2.5 shows the comparison results for time-series fragments of wind 

speed module for four characteristic months (January, April, July, October). From the figure, it 

can be seen that, in the winter season, the correlation between the measurement data and the model 

data is highly satisfactory, while in the summer season, the correlation is slightly worse due to the 

prevalence of local winds. This has no essential effect on the wind statistics. 

 

 
Fig. 2.5 

 

Comparison of implementation of fragments of wind speed module based on instrument measurements (1) and reanalysis data (2). 

The Sea of Okhotsk. (ʘ) January, (b) April, (c) July, (d) October 
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To compare the model calculations of waves with the measurement data, there were used the 

results obtained at points 73Ɂ, 44E (May 1992 - January 1993) and 72.0Ɂ-31.0Ⱥ (January 1990 - 

December 1992). As an example, Fig. 2.6 shows an implementation fragment of significant wave 

heights hs at point 73N-44E for January 1993. Fig. 2.6 shows a satisfactory correlation between the 

model calculations and instrument measurements. Minor differences in time between the maxima 

and minima of the curves in this figure can be explained by the non-coincidence between the spatial 

nodes of the computational grid and the wave measurement location. 
 

 
Fig. 2.6 

 

Comparison of calculation results of significant wave heights using WAVEWATCH III model (1) and data of instrument 

measurements (2). The Barents Sea, 73N-44E 

 

For statistical comparison of significant heights and mean periods of waves, we will use a three-

year series of measurements at point 74.5N-31.0E. Fig. 2.7 shows the quantile biplots of these 

characteristics: the variation series terms of the hydrodynamic simulation results are plotted on the 

abscissa and the instrument measurements on the ordinate. Fig. 2.7 shows the close correlation even 

for heavy storms between the model calculations and measurement data for the period from 1990 to 

1992. 

 
Fig. 2.7 

 

Quantile biplots of correspondence of wave heights (a) and periods (b) according to measurement data and model 

calculations. The Barents Sea, 74.5N-31.0E, 1990 - 1992  
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Fig. 2.8 shows a comparison of the kernel 

estimates between the joint distributions of 

significant heights and mean periods of waves 

based on the measurements and model 

calculations at point 74.5Ɂ-31.0Ⱥ for 1990-1992. 

Fig. 2.8 shows a fairly good correlation of the 

distributions. 

Thus, the comparison results of waves and winds 

make it possible to assert that the obtained model 

calculations do not contradict the data of 

instrument measurements.  
 

Fig. 2.8 

 

Joint distributions of significant heights and mean periods of 

waves. 1 - instrument measurements, 

2 - model calculations 

 

 
 

3 Specific features of time structure of wind 
 

Currently, many international rules and regulations use the one-hour averaged wind speed 

estimates. For the seas, it is advisable that a transition from the one-hour averaging to smaller scales 

including 3-5-second gusts shall be made according to the relationships recommended by the 

Norwegian Petroleum Directorate. According to [26] for strong winds (with almost neutral 

stratification), wind speed u(z,t) (m/s) at height z (m) above sea level corresponding to period t of 

averaging over 1 hour and less (tÒt0=3600 s) is calculated using the following formula: 
 

 (3.1) 

 

 
where average wind speed over 1 hour U(z) (m/s) at height z is equal to: 

 

 (3.2) 

 
where U0 - wind speed at a height of 10 m with one-hour averaging. 

 

Turbulence parameter Iu(z) at height z is calculated using the following formula: 
 

 (3.3) 

 

For the wind speeds of 20 to 30 m/s, Table 3.1 gives the coefficients of the transition from wind 

speed U0 at height z = 10 meters at 1-hour averaging to speed u(z,t) at different heights and different 

averaging intervals. 

For example, if the wind speed averaged over 1 hour at a height of 10 m is 26 m/s, then at a 

height of 20 m, it is equal to 261,09 = 28,3 m/s. The wind speed of 26 m/s averaged over 2 minutes 

at the same height of 10 m, will be 261,18 = 30,7 m/s, and the 4 second gust of wind will be 

261,35 = 35,1 m/s.  
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It shall be noted that the correlations between the wind speeds at different heights that are used 

by the International Maritime Organization [27] or presented in the reference book on the Seas of 

the USSR Project [9] are close to correlations (3.1), (3.2). However, the latter make it possible to 

detail the wind profile depending on a speed at a height of 10 (m). 

 

Table 3.1 
 

Scale coefficients of transition from wind speed U0 at height z = 10 m at 1-hour averaging to wind speeds at different 

heights z and at different averaging intervals 
 

Uo Z, m u(z)/Uʦ u(z,600)/U(z) u(z,120)/U(z) u(z,4)/U(z) 
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4 Basic design parameters of waves 
 

The calculation is made at the nodes of the grid domain and the following parameters are 

determined for each node: 

wind speed and direction;  

significant wave height h1/3;  

average period of waves;  

frequency and peak period of wave spectrum; 

wave direction at frequency of wave spectrum peak;  

frequency of the spectrum peak for wind waves;  

direction of wind-generated waves. 

In addition, frequency-directional wave spectra are maintained at the characteristic points of 

each sea at synoptic hours (sampling of each frequency-directional spectrum: 24 directions, 25 

frequencies). 

At each of the synoptic hours, the above wave parameters reflect its features at the quasi-

stationarity interval, i.e. with the factors of wave formation taking place at a given time. 

Let us consider the main parameters of waves, which are of practical interest in solving issues 

related to shipping and the design of ocean engineering facilities. 

 

4.1 Apparent wave heights 

The distribution of apparent wave heights in deep water over the quasi-stationarity interval is 

described by the Rayleigh distribution [28, 29, 3] as follows: 

 

 (4.1) 

 
where Ὤ - average wave height. 

 

In the oceanologic literature, the occurrence function is often used, i.e. not probability P{H<h}, but 

probability ʈ{ʅ Ó h}. Then, relationship (4.1) is written as 

 

 
 

In recent years, the Forristall distribution [30] was also used that belongs to the Weibull 

distribution class: 

 

  (4.2)  

 
where hs - height of significant waves (average value of one third of the largest waves). 

 

The parameters of the apparent wave elements are determined through the moments of the 

spectrum of the i-th order as follows: 

 
Distributions (4.1) and (4.2) normalized to the zero moment of the spectrum mo have the following 

form:  
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In particular, for the Rayleigh distribution, average height: significant height 

 
The transition from average wave heights to wave heights of different probability is made by 

multiplying by the coefficient: hp=kpὬᴆ. Table 4.1 shows the coefficients of transition to wave 

heights of 50%, 13%, 3%, 1%, 0,1% occurrence for distributions (4.1) and (4.2). From these 

relationships, it can be seen that both distributions are close in the area of low probabilities; 

however, for high waves, distribution (4.2) results in lower estimates. The Rayleigh distribution 

gives an over-estimate and is most often used in applied research. 

 

Table 4.1 
Coefficients kp of transition from average heights to wave heights of ʨ per cent probability for 

Rayleigh distribution (4.1) and Forristall distribution (4.2)  

ʨ, per cent 50% 13% 3% 2% 1% 0,1% 

kʨ, (4.1) 

 
kʨ, (4.2) 

 

The Rayleigh and Forristall distributions are theoretically non-bounded on the right and can 

predict unrealistically large wave heights, although the physically limiting wave height is associated 

with its breaking. The extreme wave height that is possible for a given water area (that is, a height at 

which the breaking is observed) is determined by the equation of the finite-amplitude wave theory 

[31, 32]: 
 

 (4.4) 

 

where  hlim - limiting height of wave; 

g - gravity acceleration; 

H - depth; 

Ű - wave period. 

In equation (4.4), the constants are equal to C1=0,02711 and C2=28,77. Constant ʉ1 defines the 

maximum possible steepness of finite-amplitude waves in deep water, while constant C2 reflects the 

influence of shallow water effects. For HŸ0: hlim=0,78H. For a sea of infinite depth, i.e. for HŸÐ: 

hlim/ɚ Ÿ 1/7, where ɚ - corresponding wave length. 

The value of hlim obtained by numerically solving equation (4.4) serves as the upper limit of the 

allowable wave heights; if the probability of the design wave height ʨ<ʨ*, where ʨ* - probability of 

limiting height, then hp=hp*. 

4.2 Apparent wave periods and lengths 

The distribution of periods and wave lengths is described by the Weibull distribution with shape 

parameter k = 3,0 for wave periods and k = 2,3 for wave lengths: 

 

 (4.5)  
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The relationship between shape k and scale ɸ parameters is determined through the gamma 

function: 

 
Table 4.2 shows the values of the distribution parameters for various wave elements. 

Table 4.2 
 

Values of wave element distribution parameters within quasi-stationarity interval  

 

Wave elements k ɸ 

Height 2,0 0,785 

Period 3,0 0,712 

Half-period 2,1 0,775 

Wave length and crest length 2,3 0,757 

Steepness and three-dimensionality 

index 

2,5 0,742 

 

The conventional hydrodynamics makes it possible to calculate length ɚ of an individual wave if 

its period and height are known. For example, the linear theory of small amplitude waves, which is 

applicable to waves in deep water, gives the following relationships: 

 

  (4.6) 

 

Where depth ʅ is comparable to the wave height, it is required that the approximations of the 

potential theory of finite-amplitude waves shall be used, for example, the small-parameter 

expansion of speed potential ű(ɢ,ɔ) (Stokes solution). The estimates of the wave lengths can be 

obtained that are acceptable for practical calculations taking into account the location depth by the 

conventional relationship: 
 

 
 

4.3 Wave crest heights 

A wave crest is usually understood as an elevation relative to an undisturbed (mean wave) level. 

According to the linear theory of small-amplitude waves, in deep-water the wave is symmetric and 

crest height ɖ is equal to the wave amplitude, i.e. ɖ=h/2. In the water area of limited depth, it is 

required that the nonlinear effects shall be considered that are associated with an increase in the 

wave slope steepness and in the crest sharpening when waves move into shallow water. 

To calculate the wave crests in deep and shallow water areas up to the first breaking area, it is 

recommended that the solution shall be used for a higher-order wave profile [33]. In [32], tables and 

graphs were published to estimate the wave crest heights in the framework of the modified theory of 

high-order wave potential expansion. As the analytic formulation of those relationships is very 

cumbersome, and the numerical solution is time-consuming, Table 4.3 shows the transition 

coefficients that determine a ratio between the crest height and a height of a single wave for depth 

ʅ. In Table 4.3, the input data is wave height h, its period Ű, and depth ʅ. Let us give an example   
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of using the above technique. Suppose H=17,1 (m), h=10,7 (m) and Ű=12,5 (s). Proceeding then 

from (4.4.), we obtain the limiting wave height (breaking): hlim=12,8 (m), h/hlim=0,83 and 

H/gŰ
2
=0,01094. Interpolating the data of Table 4.3, we obtain a ratio of the crest height to the wave 

height: ɖ/h=0,766, therefore, ɖ=8,2 m. 
 

Table 4.3 
 

Ratio of wave crest to wave height (ɖ/h) as function of h/hlim and H/gŰ
2 

 

 
For the distributions of individual wave crests, various approximative expressions are used, for 

example, [34]: 
 

 (4.7) 

 
 

where  m0 - zero moment of spectral density of waves. 

 

 

The coefficients in the Formula (4.7) are taken as follows ɺ1 = 4,37, ɺ2 = 0,57 or ɺ1 = 4,0, ɺ2 = 0,6. 

The crest height of ʨ per cent probability is estimated numerically by (4.7) using ɖ=h/2 as an initial 

approximation. 

Based on the approximation of the stochastic simulation results using a nonlinear model of a 

second-order wavy surface, Forristall [35] proposed a simpler approximation in the form (as 

compared to (4.7)):   
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  (4.8) 

 

Here hs - significant wave height; parameters Ŭ and ɓ depend on the dimensionless 

hydrodynamic parameters: steepness  and Ursell number , where k - wave 

number corresponding to †Ӷ. The dependence of parameters Ŭ and ɓ on S and Ur is given by: 
 

 (4.9) 

For unlimited depth, relationship (4.8) converges to the Rayleigh distribution.  

The distributions (4.7) and (4.8) are introduced for the water areas of limited but relatively large 

depth as they are based on the Stokes non-linear theory waves no higher than the third order. 

4.4 Joint distribution of wave heights and periods 

4.4.1 Conditional distributions.  

The conditional distributions of wave periods at fixed height F (Ű | h) and wave heights of fixed 

period F (h | Ű) follow the Weibull distribution. The parameters of the conditional distributions are 

variable and depend on the wave heights for F (Ű | h) and on the periods for F (h | Ű). A family of 

conditional distributions can be written as follows: 

  (4.10)  

 
where ̔ x - regression (conditional mean of ʫ given x). 

 

The values of parameter k for conditional distributions F (Ű | h) vary from 2,5 for low wave heights 

to 7 for large ones [3, 36]. 

Fig. 4.1 shows the examples of conditional distributions of wave periods, and Fig. 4.2 shows the 

mean values (regressions) and dispersions (skedastic curves) for Ű|h and h|Ű. 

 
 

Fig. 4.1 

 

Ensemble of conditional distributions of wave periods at fixed height.  
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Fig. 4.2 

 

Regression (left) and scedastic (right) normed curves of wave periods for different heights (Ñ 95% confidence interval). 

 

From Fig. 4.2, it can be seen that the conditional mean values of the wave periods for a given 

height ʪŰ|h depend significantly on h within a range of small values (less than the mean value) only. 

For a wave height or period above the mean value, these two parameters become practically 

constant. The dependence of the conditional variances DŰ|h and Dh|Ű on the height and period is 

noticeable within the entire variability range. The parabolic shape of the skedastic curve indicates 

that the greatest diversity is inherent for waves with heights close to the center of the distribution. 

An analysis based on the separation of waves with different wave formation conditions results in a 

wider probability interval for the scedastic curve. 

For practical purposes, Table 4.4 show the coefficients kʨ of transition Űp=kp†Ӷ to the periods 

corresponding to the wave heights of ʨ per cent probability that result from generalization of 

regression dependences mŰ|h for different seas. 

 

Table 4.4 
Ratio between period Űɟ corresponding to wave height of p per cent probability wave and mean period Ⱳ 

 

 
 

From Table 4.4, in particular, it can be seen that the period corresponding to the largest waves 

(0,1 per cent probability) is 1,15 †Ӷ. 
For practical purposes, the regression line can be approximated by the relation: 

 

 (4.11) 

 
where ɸ, ɺ - parameters. 

 

Dependence (4.11) has proven itself well for deep water areas. According to the observations in the 

North Atlantic for mean heights and mean periods of waves, ɸ=4,8, B=0,5. The same coefficients 

are valid for the open water areas of the Barents Sea and the Sea of Okhotsk. According to the data 

of the instrument measurements in the water area of limited size (the Caspian Sea), the values of the 

periods will be smaller: ɸ=4,0, B=0,35. 

4.4.2 Two-dimensional distributions 

The fact that the marginal and conditional distributions belong to an ensemble of Weibull 

distributions and the universality of the relationship between the wave elements make it possible to 

write the two-dimensional probability density f(x,ʫ) and the distribution function F(x,y) as follows:  
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 (4.12) 

 

For calculations, it can be used a combination of distributions F(h|Ű) with F(Ű) or F(Ű\h) with 

F(h). The parameters of these distributions are given in [3, 36, 29]. Approximative relation (4.12) 

characterizes wind waves or swell. Fig. 4.3 shows an example of the two-dimensional distribution 

of wave heights and periods. 

 

 
 

Fig. 4.3 

Joint distribution of heights and periods of waves.  

a - one system of waves, b - two systems of waves. 

 

For mixed waves, a single relation can hardly be obtained as even the marginal distributions of 

wave periods have a different form. 

The two-dimensional distribution can be reconstructed by orthogonal polynomial expansions of 

a special form, for example, in terms of the first two moments [21] or using the Plackett's expansion 

[37].  
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4.5 Spectral characteristics of waves  
 

Frequency-directional spectra for WW and S can be presented in the following form: 

 (4.13) 
where S(ɤ) - frequency spectrum of waves; 

Q(ɤ,ɗ) - energy-angle distribution function. 

 

For frequency spectrum S(ɤ) of wind waves and swell, an approximation is often used that is 

also called the Barling formula in shipbuilding [3, 36, 38]: 

 (4.14) 

The values of parameters ɸ, ɺ, k, n depend on the conditions of wave formation; the conclusions 

of the similarity theory and hydrodynamics are also taken into account. Certain conditions are 

stipulated on the parameters that relate the frequency of the spectrum peak to the wave process 

dispersion. 

The coefficients in Formula (4.14) were first analytically obtained by Neumann in 1953. In 

terms of frequency ɤmax, the Neumann spectrum is written in the following form: 

 

 (4.15) 

or through the average frequency of waves as 

 (4.16) 

 

Comparing these relationships, it is easy to obtain a relationship between a frequency of the 

spectrum peak and the average frequency of waves: 

 (4.17) 

After Neumann, the coefficients in the Barling formula were estimated by other scientists. In the 

literature, there is known Bretschneider spectrum, Davidan spectrum, Mitsuyasu spectrum, etc. that 

were named after the scientists. Using the similar principle, there were constructed the spectra 

recommended for use by the International Ship Structure Congress in 1964 (ISSC spectrum), as well 

as the ITTC spectrum (International Tower Tank Conferences 1966, 1969, 1972). 

The most widespread is a modification of spectrum (4.16), known as the Pearson-Moskowitz 

spectrum. It can be applied to the fully developed waves with parameters k=5, n=4, i.e.: 

 

 (4.18) 

 

Due to the great practical importance of the Pearson-Moskowitz spectrum, some common forms 

of its notation are given: 

 (4.19) 
where numerical constant ʘ=0,0081. 

 

The parameters of the Pearson-Moskowitz spectrum can be presented through the elements of 

apparent waves, in particular, through height of significant waves h1/3 and period ʊʨ of the spectrum 

peak. Then for the cyclic frequency, we have the following: 
 

 (4.20)  
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The Pearson-Moskowitz spectrum can also be written in terms of wave formation factors. For 

the fully developed waves, the single factor is wind speed: 

 (4.21) 

where Uw - wind speed at height of 19,5 m. 

 

To approximate the swell spectra, in Formula (4.14) k=6, n=5 may be taken. The following 

notation for the swell spectrum is widely used [39]: 
 

 (4.22) 

where mo - zero moment of spectrum;  

fp=1/Tp - frequency of spectrum peak. 

 

The fully developed waves are rarely realized. For limited fetch, the most often used is the 

JONSWAP (Joint North Sea WAve Project) spectrum approximation that was first proposed by K. 

Hassellmann et al. based on the results of an experiment in the North Sea [40]. The conventional 

notation of the JONSWAP spectrum is as follows: 
 

 (4.23) 

 
where ʘ - so called Phillips parameter; 

ɔ - peak enhancement parameter; 

ů - shape parameter. 
 

The JONSWAP spectrum has become widespread and is included in a number of regulatory 

documents to calculate wave loads on ships and installations (e.g., refer to [41, 26]). 

Fig. 4.4 shows a comparison between the Pearson-Moskowitz and JONSWAP spectra for the 

same frequency of the maximum.  

 
 

Fig. 4.4 

Comparison of Pearson-Moskowitz (PM) and JONSWAP frequency spectra.  
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From Fig. 4.4, it can be seen that the main difference between the spectra is in the values in the 

vicinity of the maximum, which is determined by the value of ɔ. The high-frequency regions of the 

spectrum (approximately for the frequencies twice the frequency of the maximum) coincide in both 

spectra and decrease according to the dependence close to f 
-5
. With ɔ=1,0, the JONSWAP spectrum 

coincides with the Pearson-Moskowitz spectrum. 

The main problem in the practical use of the JONSWAP spectrum is to find its parameters. 

Parameter ů =  0,07 is usually taken for f Ò fʨ and 0,09 for f >fp. Parameters ɔ and ʘ depend on the 

wind speed and its fetch. Depending on the fact, which moments of the spectrum are used to 

determine the wave period, the relations between fʨ, ʊʨ and ʊ will be different [42]: 

 

 (4.24) 

 

Here, digital index of letter T denotes the order of the moments, by which the period is 

determined. For the Pearson-Moskowitz spectrum, Tp/ɇz=1,414 or †Ӷ/Tp=0,71. Peak enhancement 

parameter ɔ is the most difficult to determine and, at the same time, it is the most important for 

practical calculations. The measurement data show that ɔ varies from 1 to 7. On the average, ɔ=3,3. 

As a rule, there is no information on its values, therefore, the relations are used that are based on the 

processing of empirical data. 

Based on the analysis of the instrument measurement data in the southeastern part of the Barents 

Sea, a regression is found in [43] between peakedness parameter ɔ and spectrum peak period ɇp = 

2ˊ/ɤmax: 

 

 (4.25) 

 
where A=13,04, B=0,89. 

 

The correlation ratio is ɟ(ɔ,Tp)å0,7. Fig. 4.5 shows the regression curve corresponding to (4.25). 
 

 

 
Fig. 4.5 

 

Regression (4.25) between periods ʊʨ and peak enhancement parameter ɔ. South-Eastern part of the Barents Sea. (1) - initial data, 

(2) - regression (4.25), (3) - relation (4.26)  
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Data for the Barents Sea were obtained at moderate wind speeds. For general understanding of 

the peak enhancement parameter variability in Fig. 4.5, a relation is also plotted that takes into 

account the dependence of parameter ɔ on wind speed V [44]: 

 (4.26) 

where  
 

In particular, it can be seen from Fig. 4.5 that, with an increase in wind speed, the peak 

enhancement parameter decreases, which is explained by the approximation of the storm-wave 

spectrum to a spectrum of fully developed waves. 

Many publications for various areas of the seas give the estimates of ratio †Ӷ/ɇp to be 0,6 to 0,9, 

i.e., ɇp/†  varies from 1,1 to 1,7. On the average, this ratio varies from 1,2 to 2,0 for wind waves in 

the Barents Sea and the Sea of Okhotsk. For the Caspian Sea where wind fetch is limited, the peak 

enhancement parameter varies from 2,8 to 8,0. 

For shallow water areas, the expression for the wave spectrum is multiplied by transfer function 

ʌk(ɤ), which determines a change in the wind wave energy as a depth decreases [45]. The most 

widespread modification of the JONSWAP spectrum is: 

 (4.27) 

Expression (4.27) is also called the TMA spectrum (according to the first letters of the names of 

the wave projects, according to which the TMA approximation was obtained - Texel, Marsen, 

Arsloe). For waves of relatively small amplitude 

 (4.28) 

 
where ʅ - location depth, 

k(f,ʅ) - wave number determined by the dispersion relation: 

 

 (4.29) 

Fig. 4.6 shows a form of the TMA spectrum for different depths. It follows from the figure that 

the periods (frequency) of the spectrum peak, in contrast to wave lengths, do not change with depth. 

 

 
 

 
Fig. 4.6 

TMA spectra for different depths  
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Spectrum parameters Ŭ=0,01, ɔ=3,3. a - plane of frequencies, b - plane of wave numbers. 

Fig. 4.7 ʘ shows transfer functions ʌ for different depths. Fig. 4.7 b shows an example of 

approximation of the characteristic wind-wave frequency spectrum in the northern part of the 

Caspian Sea using expressions (4.14) and (4.23). It can be seen from the figure that, due to the 

narrowness of the spectrum, Formula (4.23) gives much more satisfactory results than (4.14) even 

for sufficiently great values of the parameters (here in (4.14) k = 10, n =  8). 
 

 

 
 

Fig. 4.7 

a) transfer function (4.28); b) approximation of wind-wave spectrum in the Caspian Sea (1 - estimate according to measurement 

data, 2 - TMA approximation (4.27), 3 - approximation by Formula (4.14) with k = 10, n =  8) 

 

Quite often and in some areas, as a rule, both wind waves and swell exist simultaneously in the 

oceans and seas, i.e., mixed wind waves are observed. The spectrum of such waves has two or more 

peaks that are spaced apart or close in terms of frequency. In the latter case, the spectrum peak will 

be wide enough. Fig. 4.8 shows the spectra of mixed waves for some seas. These spectra were 

obtained both from measurements by wave meters of various systems (the free-floating 

accelerometer buoy in the Black Sea and the bottom wave meter in the Caspian Sea) and from the 

results of calculations using the Wave Watch hydrodynamic model (the Barents Sea).  
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the Black Sea, buoy 
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hydrodynamic model 

   

   

   
 

Fig. 4.8 

Mixed wave spectra obtained from measurements and hydrodynamic simulation 

 

Fig. 4.9 shows the correlograms and wave spectra for various combinations of wind waves and 

swell. 
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Fig. 4.9 

Typical wave spectra normalized to S(ɤmax) (abscissa is frequency ɤ, rad/s; ordinate is S(ɤ)/S(ɤmax)) and correlograms (abscissa is 

time, s; ordinate is Ⱦ(Ű), cm2). 

ʘ ð mixed waves with separation of systems and predominance of swell, b - mixed waves with separation of systems and 

predominance of wind waves, c - mixed waves without separation of systems with predominance of swell, d - mixed waves 

without separation of systems with predominance of wind waves. 

 

The simplest approximation of such spectra is spectrum sum of wind waves SWIND(ɤ) and swell 

SSWELL(ɤ): 

 (4.30) 

 

M. Oshi obtained the general expression for the spectra that have two peaks: 

 
where hs - significant wave height (h1/3);  

ɤm - frequency of spectrum peak;  

ɚ - shape parameter; 

ũ(ɚ) - gamma function. 

 

Expression (4.31) makes it possible to assign each of spectra Si(ɤ), i = ὰȟὲ six parameters (hs, ɤʪ, 

ɚ)j, j =1,2 and classify the waves according to these parameters. Fig. 4.10 shows a schematic 

diagram of dividing the spectrum into parts (low-frequency and high-frequency). 
 

 
 

Fig. 4.10 

Example of Oshi spectrum of mixed waves 

 

The wave direction is determined by the wave energy-angle distribution function. Historically, 

the first of such functions was the angle distribution function proposed by Arthur in 1952 in the 

form: D=(2/ )́COS
2
ɗ. Here, ɗ is an angle measured from the general wave direction. Fig. 4.11 shows 
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a schematic diagram of wave angular propagation. 
 

 
 

Fig. 4.11 

Schematic diagram of wave angular propagation 

 

The later studies showed that the energy-angle distribution function also depends on frequency. 

Quite common is the following notation for the angle distribution function: 

 (4.32) 

Here, —Ӷ - average direction of wave propagation, C1(s) and ʉ2(s) - some normalizing constants 

such that the integral of D (ɗ) over all directions is equal to one. Both functions have their 

maximum at ɗ = ʃ. The peak sharpness depends on exponent s. In engineering calculations, function 

D1 is taken to be s=2 for wind waves. Then, ʉ(2)=2/ˊ. For swell waves, s is taken equal to 6 or even 

greater. 

The data of wave measurements accumulated in recent years by various wave buoys and other 

instruments to calculate D(ɗ,s) also make it possible to recommend the following equation: 
 

 (4.33) 

 

Parameter s, which characterizes a width of the wave angular distribution, depends on the wave 

frequency. In applied research, it is acceptable to take [42]: 

  (4.34) 

 

where, 

 (4.35) 
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5 Wave climate (Wave regime characteristics) 
 

Within a quasi-stationarity interval, the waves are characterized by the probability distribution 

function of wave elements and spectral density. The parameters of these statistics are assumed to be 

unchanged. With a change in the wave formation conditions, the parameters of the statistical 

characteristics that describe the waves within the quasi-stationary interval will change. A change in 

the wave formation conditions is associated with synoptic, seasonal, and year to year variability of 

the atmospheric circulation. The synoptic variability is due to the passage frequency of baric 

formations (cyclones and anticyclones) and has a characteristic cycle of several days to several tens 

of days. The seasonal variability is determined by astronomical reasons: the change of seasons; in 

middle latitudes, the main cycle corresponds to one year. The year to year variability is due to 

aggregate factors with a set of cycles of several years to several decades. A sequence of parameters 

from different quasi-stationarity intervals characterizes a wave regime or wave climate. Usually, the 

discreteness of statistics to calculate the regime coincides with the synoptic terms, i.e., every 3 or 6 

hours. Fig. I.1 illustrates a schematic diagram of the sample multitude compilation to calculate the 

wave regime. 

In accordance with the current concepts, a wave climate can be presented as an ensemble of the 

wave surface conditions taking into account its different-scale variability. 

In the design and operation of ships and ocean engineering facilities, the regime characteristics 

of waves are usually subdivided into operational and extreme. The operational characteristics reflect 

the normal or background conditions, in which an installation or ship will be operated for most of its 

life. The extreme conditions (also referred to as survival conditions) reflect the worst conditions 

which occur quite rarely, but are critical for the installation itself. 
 

5.1 Operational statistics 

The generalized characteristic of the wave regime is operational or long-term distributions. 

Analysis of numerous measurement data shows that one-dimensional distributions of wave heights 

and periods are described by a log-normal distribution law. In textbooks on mathematical statistics, 

this distribution is usually written as follows: 

 
Given that  and a median of the log-normal distribution is equal to e

ɛ
, 

then distribution (5.1) can be rewritten as follows: 

 
where s=1/ů; 

ů - standard of wave height logarithms;  

x0,5 - median. 

 

Accordingly, the distribution density (5.1) is equal to: 

 

  



35 

 

In fact, distribution F(h) of all individual waves h within ʊ years has a form of combined 

distribution: 

 (5.4) 
where  G(h,Ὤ) - distribution of wave heights over quasi-stationarity interval (for example, Rayleigh's law); 

f(Ὤ) - probability density of the regime distribution parameters (for example, average wave heights in the form of log-

normal law). 

 

The operational statistics include the normal regime distribution (in particular, log-normal in the 

main area of its variation). The regime distribution shows the more or less a certain value of the 

probability of the wave aggregate conditions and does not contain information on the duration of 

various storm situations. This gap is filled with data on storms and wave weather windows. 

5.1.1 Storms and weather windows of wind and waves. 

In the seas of moderate and subtropical zones of the World Ocean, the time series of wave 

heights form the alternating sequences of storms and weather windows. This sequence is the result 

of synoptic variability of wave formation factors. The synoptic variability of waves can be most 

vividly represented by the time series of wave heights recorded within synoptic hours. Fig. 5.1 

shows an example of a segment of such an realization with the appropriate identification. A storm of 

duration  and volume hi
+
 is usually understood as an excess of random process h(t) of given level 

Z, and a weather window of duration Ū and volume hi
-
 is understood as finding the process below 

the level. 
 

 
Fig. 5.1 

 

Parameters that characterize storms and weather windows  
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The highest wave height in the storm h
+
 and the lowest wave height in the weather window h

-
: 

 

 (5.5) 

 

Parameters h
+
, h

-
, , Ū make up ensemble ɂ. Parameter ŭ characterizes the asymmetry of the 

storm: ŭ=(tm-tb)/ . Here, tb, tm - time of the beginning and the maximum strength of the storm, 

respectively. The probabilistic characteristics of four-dimensional random variable ɂ and the 

characteristics of discrete random variable - a number of storms over a limited period of time N 

determine the features of the alternation of storms and weather windows when passing through a 

specific point in the water area. A number of storms as number of runs beyond level Z depends 

significantly on a height of this level. As an example, Fig. 5.2 shows the storms allocated to three 

different levels. 
 

 
Fig. 5.2 

Allocation of storms and weather windows based on the realization of wave heights Ὤ of different levels. 

ʘ - low (Z1) level, b - medium (Z2) level, c - high (Z3) level 

 

From Fig. 5.2, it can be seen that the values of average number of storms ὔ, their average 

duration ὛӶ significantly depend on level Z. Thus, for low level Z1 only one storm is allocated with Ὤ 
> Z1 and duration S1=280 h. For medium level Z2, there are allocated four storms with Ὤ > Z2 and 

duration S1 =70 h, S2=60 h, S3=80 h and S4=30 h (average duration ὛӶ = 60 h). For high level Z3, only 

two storms are allocated with Ὤ >Z3 and duration S1 =8h and S2 = 5 h (ὛӶ =6,5 h). One specific feature 

shall be also noted that may arise during the allocation of storms. In particular, it can be seen from 

Fig. 5.2 b that, if the level is set to 2 m, then, instead of one storm S1 , two storms will be allocated. 

Therefore, as the level increases, a number of allocated storms does not necessarily decrease. 

Similar reasoning follows for the weather windows as condition duration Ὤ Ò Zk. 

It shall be noted that the above definition of a storm is not related to the similar concept arising 

from the maritime practice recorded in the instructions of the Committee for Hydrometeorology: a 

storm is an event where the wind exceeds 16 m/s and sea state 5. 

Probability characteristics ɂ are estimated directly from a series of wave heights obtained from 

measurements or using hydrodynamic simulation. 

By definition, random variables  and Ū are the durations of random process runs. Therefore, 

their distributions shall be consistent with the relevant theory and asymptotically tend to the 

exponential law: 

 (5.6) 

 

The measurement data confirm the validity of distribution (5.6), therefore, the mathematical 

expectation and the standard shall be close.  
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Values h
+
 and h

-
 are the extreme sample members, therefore, F(h

+
), F(h

-
) can be considered in 

the framework of the asymptotic theory of limit distributions [46]. In particular, conditional 

distribution h
+
 shall asymptotically tend to the first limit distribution or the Gumbel distribution: 

 (5.7) 
 
where A( ), ɺ() - parameters related to conditional moments m( ), ů( ) with the relations: 

 

 (5.8) 

 

Relations (5.6) to (5.8) are rather complicated; moreover, they depend on the parameters, which, 

in turn, change depending on the level (storm volume). To perform engineering calculations, a 

simpler technique can be applied based on the use of regime distributions. 

Let us assume that regime distribution of wave heights F(h) for the considered period of time 

(for example, a month) is approximated by the lognormal law (5.3) with parameters (h0,5,s). Then, 

the average storm duration above level z will be determined by a simple relation: 

 (5.9) 

 
where T - duration of the considered period of time (for example, a month, i.e., 30 days);  p=F(z) - probability of run 

beyond level z; 

ὔ - average number of storms per unit of time. 
Based on distribution (5.6), RMSD (root-mean-square deviation) of the storm duration can be 

found by the relation: 

 (5.10) 

The maximum value for Smax storm duration (weather window) is a random variable with a 

truncated distribution (limited by interval length ʊ). As its numerical characteristic in the tables of 

the second part of this reference book, 5% quantile S5% of distribution (5.6) is taken.  

 (5.11) 

In the event that S5% exceeds a number of days in given month, a value of Smʘʭ is assumed to be 

equal to a number of days in a month. 

In order to calculate parameter ὔ for different levels, it is not sufficient to know the regime 

distributions only. To do this, the methods of the theory of runs can be used for normally distributed 

series ln(h). In particular, the average number of storms as runs beyond level z is determined by the 

following relation in the stationary approximation  

 (5.12) 

Value is expressed in terms of the second derivative  of the 

normalized autocorrelation function of the logarithms of wave heights or wind speeds and is a 

general characteristic of storminess (without considering the level). It shall be noted that, due to the 

nonlinearity of the transformation, this function, in general, does not coincide with the correlation 

function of wave heights, but their attenuation periods are very similar. 
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In the general case, the value of Q depends on the form of correlation function ɟ(Ű). However, 

considering the process of synoptic variability to be quite broadband, its value can be approximately 

estimated depending on data correlation period tmax (corresponding to the attenuation interval of the 

correlogram), see Table 5.1. 
 

Table 5.1 
Relationship between attenuation interval of correlogram and parameter Q 

 

tmax, day 

 
Q (for month) 

 

For example, let us assume that h0,5 = 1,0 (m), s = 1,7 (Area 4 of the Sea of Okhotsk, winter). If 

the attenuation period of the correlogram is 3 days (Q = 2,8), then for level z = 2,0 (m) according to 

Formulas (5.9) - (5.12) ὔ =  1,4 and ὛӶ = 2,6 days. At the same time, ὔ = 0,2 and ὛӶ = 1,5 days for 

level z = 4 (m). 

Thus, using Formulas (5.9) - (5.12) and Table 5.1, it is possible to obtain approximate estimates 

of the characteristics of storms and weather windows for different water areas. In order to obtain 

more accurate estimates, it is necessary to rely directly on the processing of observational data and 

model calculations. 

Papers [21, 47] give the correlograms of wave heights within a range of synoptic variability for 

different seas. Value tmax changes within a period from 2 to 7 days, while its value is smaller for 

closed water areas and greater for oceans. 

5.1.2 Climatic wave spectra. 

The array of measured and model space-time realizations of waves makes it possible to describe the 

wave regime not only in terms of apparent wave elements, but also in terms of frequency S(ɤ) and 

frequency-directional S(ɤ, ɗ) wave spectra. Consequently, a "wave weather" ensemble and an 

ensemble of spectra S(ɤ, ɗ, ʭ, ʫ, t) for sufficiently long time intervals can be taken as equivalent 

concepts. 

With the passage of storms, the parameters of the sea and its spectra change significantly. The 

climatic spectrum of waves is understood as an averaged ensemble of spectra that have a certain 

probability and belong to some characteristic wave conditions of a given water area. 

Functionally, similar classes of spectral densities can consist of several wave systems and can be 

stylized in the form of approximations that are well known for the spectral wave densities (refer to 

Ch. 4). 

These approximations contain the spectrum moments (and associated quantities), which makes it 

possible to represent any spectral density S(ɤ,ɗ) in the form S(ɤ,ɗ,ɂ) where ɂ is a set of parameters. 

Consequently, all operations on patterns S(ɤ,ɗ) within a class are reduced to operations on a 

nonrandom function of random arguments ɂ. In particular, the following can be defined:  
average spectrum: 

 (5.13)  
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quantile spectrum: 

 (5.14) 

dispersion of spectra: 

 (5.15) 

 

where  - vectors of the average and quantile values of parameters; 

 - dispersion and co-variance of parameters, respectively. 

 

Set of parameters ɂ can be heights of various wave systems (h), peak enhancement parameters 

(ɔ), spectrum peak frequencies (ɤmʘʭ) and the general directions of wave system propagation (ɗmax). 

In the general case, the spectral density of such functionally similar waves classes can be 

represented in the following form: 

 (5.16) 
where m00 - zero moment of spectrum (dispersion of wavy surface); 

ɔp - weight contribution of each of N wave systems to total energy  

ɂp - set of parameters that characterize wave system of given class. 

 

For the approximative separation of the frequency and angle components of the spectral density, 

general expression (4.13) has proven itself well. Therefore, when approximating each wave system 

"p" in the climatic spectrum of waves (5.16) the following model will be applied: 

 

where Sɻ - frequency spectrum of form (4.14): 

 (5.17) 

Q0 - angle distribution: 

 (5.18) 

where ʉm - normalizing factor. 

Expression (5.17) well approximates both the spectra of the wind wave system and swell 

depending on the value of parameter n. 

This means that the terms in expression (5.16) are defined in terms of four parameters: ɤmax, 

ɗmax, n, ʪ. The approximation of the spectral density of functionally similar classes (5.16) is 

completely determined by indicating total energy ʪ00, by weights ɔi and by sets of parameters {ɤmax 

i, ɗmax i, ni, mi} for each wave system. 

Parameters ʪ00, ɤmʘʭ i, ɗmʘʭ i are found directly from the spectra, while ni, mi and ɔi are 

determined using the Monte Carlo procedure and nonlinear optimization of the functional:  
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 (5.19) 
where Ssim(ɤ,ɗ) - predicted spectrum;  

S - approximation of spectrum (5.16);  

ʨ (ɤ,ɗ) - weight function. 

 

The spectral densities of waves obtained on the basis of numerical hydrodynamic simulation and 

systematic measurements have a large number of local peaks, which, as a result, does not allow 

them to be easily and reliably classified. Therefore, the primary classification for ɤmax and ɗmax is 

based on the one-dimensional (marginal) spectra S(ɤ) and angle distribution Q(ɗ). Their use, as a 

first approximation, allows introducing three characteristic classes of wave spectra, which are 

divided into genetic subclasses. 

 

Single-peak spectra (I)  that correspond to the absolute predominance of one wave system: WW (I-

1) or S (I-2). In this case, Ɂ=1, ɔ1 = 1 in (5.16), functions S(ɤ), Q(ɗ) have one extremum (ɤmax, 

ɗmax) only that characterize the position of the spectrum peak. To separate WW and S, the value of 

dimensionless steepness  will be used. If ŭ>300, then the spectrum belongs to S 

(swell), otherwise, to WW (wind waves). 

 

Two-peak spectra (II)  that corresponds to the WW simultaneous propagation and one S system or 

two S systems at once. In this case, N = 2, ɔ1 = ɔ, ɔ2 = 1 - ɔ in (5.16), ɔ is a parameter that 

characterizes the contribution fraction of the first system. Depending on a number of maxima of 

functions (5.17) and (5.18), at least three subclasses are possible: 

II -1. Mixed waves with separation of systems by frequency and direction. In this case, both the 

frequency spectrum (5.17) and the angle distribution function (5.18) have two maxima clearly 

expressed: (ɤmʘʭ1, ɗmʘʭ1), and (ɤmʘʭ2, ɗmʘʭ2). This case is the most general, and corresponds to the 

superposition of forced and free waves without interactions. 

II -2. Mixed waves with separation by direction only. In this case, the frequency spectrum (5.17) is 

one-peak, and the angle distribution (5.18) has two maxima. As a result, at one frequency of the 

frequency-directed spectrum there will be two maxima (ɤmʘʭ1, ɗmʘʭ1), and (ɤmʘʭ1, ɗmʘʭ2). This case 

corresponds to a change in the direction of wind waves propagation as compared to swell waves. 

II -3. Mixed waves with separation by frequency only: it characterizes a process of nonlinear 

interaction between wind waves and swell waves that occurred during the temporary wind slack. 

The angle distribution function (5.18) of such a spectrum is single-peak, the frequency spectrum 

(5.17) itself is very wide, the second peak can be not pronounced. 

 

Multi -peak spectra (III)  that correspond to a complex mixed wave pattern with two or more swell 

systems. In this case, the angle distribution function has more than two significant maxima. 

Fig. 5.3 shows examples of approximation of one- and two-peak wave spectra of the Barents Sea 

according to the above classification.  



41 

 

 
Fig. 5.3 

Classification of climatic wave spectra in the Barents Sea. 

 1 - initial data, 2 - approximation (5.16) 

 

Table 5.2 shows the frequency of the mentioned classes in the Barents Sea in the characteristic 

months and for a year as a whole.  
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Table 5.2 

 
Frequency of climatic spectrum types by months and for the whole year. Western part of the Barents Sea 

 

Class Subclass 
Frequency of occurrence, % 

January April  July October Year 

I 

 

II  

III  

 

Table 5.3 shows the probabilistic characteristics of parameters (ʄ - mathematical expectation, ů 

- root-mean-square deviation) of climatic spectra for each of classes I and II except for class III, 

which includes the spectra with a variable number of peaks. 
Table 5.3 

Probabilistic characteristics of typical climatic spectra parameters in representative months. 

Western part of the Barents Sea 

 

Class Height of waves System Wave system parameters 

h1/3,(m)  ɔ, % ʊp, (s) ɗmax, 
o
 

n m 
ʄ ů ʄ ů ʄ ů ɀ ů 

JANUARY 

 

WW 

 

S 

WW 

S 

WW 

S 

WW 

S 

JULY 

 

WW 

 

S 

WW 

S 

WW 

S 

WW 

S 

 

From table 5.3, it can be seen that the most strong waves correspond to the WW spectra (I-1). 

Attenuated waves (I-2) are less strong, and the two-peak spectra correspond to relatively weak 

waves. It shall be noted that, for all three subclasses of two-peak spectra (II), the average values and 

WW contribution RMSD ɔ are quite stable and are on average 50ï70% at ů = 14ï20%. The general 

directions of the WW and S propagation differ significantly. In all seasons of the year, WW mainly 

spreads from W-SW; swell from E in winter, and both from W-SW and E in summer. 
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Let us now give examples of climatic wave spectra for the North Caspian. Fig. 5.4 shows four 

functional classes of wave spectra allocated for the given area in the frequency domain only. Here, 

according to the above classification (a) is I-1, (b) is II, (c) is III, (d) is I-2. 

One of the most important issues in describing the wave climate is the estimate of the wave 

spectrum, which is possible once every n years. For this, it is necessary to calculate a set of 

parameters ɂp for given probability ʨ. In case of single-peak spectrum, such parameters can be the 

wave height and period. 

 

 
Fig. 5.4 

 

Typical climatic wave spectra for the Northern part of the Caspian Sea: (a) - wind waves (33%), (b) - mixed waves with WW and 

S separation (27%), (c) - background mixed waves (WW and several swell systems), (d) attenuated waves - S (12%).  
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5.2 Extreme statistics of waves 

When making the calculations of extreme wave heights hmax to meet the needs of practice, it is 

sufficient to use calculation methods assuming the waves simulation as a sequence of random 

variables. We turn our attention to the most commonly used methods. 

5.2.1 Initial distribution method (IDM).  

When using this calculation method, the estimate of the maximum wave height hmax is taken as 

quantile hp of distribution F(h) at given probability ʨ. If the distribution of individual wave heights 

is approximated by the Rayleigh distribution within the quasi-stationarity interval, then: 

 (5.20) 

 

When ʨ = 0,001, hp = 2,97 Ὤ, i.e., one in a thousand waves is almost three times the average 

wave height Ὤ. 
For the regime distribution of wave heights that is approximated by the log-normal distribution, 

probability quantile ʨ is determined by the expression: 

 (5.21) 
where Up - quantile of standard normal distribution. 

 

Quantile hp is interpreted as the wave height possible 1 time (at one of the synoptic hours) in ʊ 

years. In applied studies, ʊ is called the return period, and the corresponding probability is 

determined as . For example, at ȹt = 6 hours, ʨ = 0,000684/T; at ȹt = 3 hour, ʨ = 

0,000342/T. Regardless of the method for obtaining the estimates of the regime distributions F(h) of 

information, there is an uncertainty in the joint interpretation of the estimates of maximum wave 

hmax in terms of quantiles (5.20, 5.21). 

IDM is sensitive to the values of the parameters of extrapolation expressions, especially 

parameter s with small ʨ. According to the measurement data, instead of "true" distribution F(h), its 

statistical estimate F*(h) is obtained, whose reliability depends on a sample size. As the sample 

sizes in IDM are usually large (for 30-40 years with 4-8 synoptic hours per day, a number of N 

waves can reach 50-100 thousand), the confidence intervals for the initial distribution parameters 

are rather narrow. IDM does not reflect the true variability of the maximum wave estimates, as, 

even considering the approximations to be ideal, their parameters Ὤ, h0,5, s are random due to 

synoptic, seasonal and year to year variability, which increases the uncertainty of point estimates 

and expands the confidence limits of interval estimates. Thus, the sensitivity of the method to the 

quality of the initial data, the uncertainty in estimating events from the low probability domain, and 

the adoption of a number of assumptions for combining the approximated distributions lead to the 

need to find ways to improve the initial distribution method.  

5.2.2 Annual maximal series (AMS) method. 

When using this calculation method, hmax is considered as an extreme member of an ordered 

distribution of wave heights h.  
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With great n for initial distributions Fh(x) of exponential type (for example, normal, log-normal, 

Weibull), independent to equally converge to the double exponential distribution (also known as the 

first Gumbel limiting distribution): 

 (5.22) 

whose parameters ʘn and bn depend on the initial distribution. Within the quasi-stationarity interval, 

the corresponding relations for the wave heights distributed according to the Rayleigh law, and the 

regime distributions of the wave heights approximated by a log-normal distribution with the 

parameters h0,5 and s are published in [48, 49, 50]. 

The estimation of wave heights Ὤ  that are possible once every ʊ years is made on the basis of 

the extrapolation of distribution (5.22) according to the following formula [46]: 

 (5.23) 

Distribution (5.23) is of the same type as (5.22) for ʘT=ʘ, bT =b-ʘ 
-1
 lnʊ. 

The maximum that is possible once every ʊ years is a random variable with median (h0,5)
(T)

 = 

ʘT+0,367bT. 

 
 

5.2.3 Peak Over Threshold (ʈʆʊ) method. 

To estimate hmax by IDM, a rather large amount of initial data N (T years, m hours, 365 days) is 

used. For example, ʊ=30, ʪ=4, N = 30 Ŀ 4 Ŀ 365 å 44000. In a sample of annual maximums (AMS 

method), from the analysis excluded are the strong storms that are less severe in a given year but, in 

other years, might be included in the sample of the strongest storms. For this reason, the POT 

method was started to be used in the practice of calculating maximum waves [51]. Using this 

calculation method, a sample is taken from hmax in the n strongest storms over ʊ years. As a rule, 20 

to 30 storms are considered over a period of 30 to 40 years. It is assumed that there is no 

relationship between wave heights in different storms. Then, the distribution function of the highest 

wave heights can be written in the following form: 

 (5.24) 
where G(h) - distribution of wave heights exceeding given level Z during the year;  

ʨn - distribution of a number of storms per year with wave heights over Z. 

 

For sufficiently high levels Z, the Poisson distribution is used as ʨn with parameter ɚ equal to the 

average number of storms per year. The double exponential distribution (5.22) is most often used as 

G(h). Then instead of (5.24), we have the Poisson-Gumbel distribution: 

 (5.25) 

In practical calculations of wave heights that are possible once in a given number of years, a 

sample is used that is composed of one largest wave in each storm. Wave height hmax that is possible 

once every T years, is found as quantile hp at ʨ = (1-1/ʊ)% of distribution (5.25).  
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According to (5.25), this distribution depends on the average number of storms per year ɚ, which, in 

turn, depends on given level Ȼ. Thus, hp (and its particular case hmax) is a function of Z. From (5.25), 

we have: 

 (5.26) 
where N - number of storms in ʊ years. 

From (5.26), it can be seen that quantile hp decreases with increasing Z, i.e., the higher the 

specified Z level, the lower the estimate hmax by the POT method. 

For distribution ʨn in (5.24), the Poisson distribution is taken, then frequency period ʊ is related 

to F(h) as follows: 

 (5.27) 

It follows from (5.27) and (5.25) that the confidence interval for the estimates hp is determined 

both by the random nature of estimates ʘ* and b*  in (5.22) and by the random nature of estimates ɚ* 

of the Poisson distribution parameter. This means that, according to the POT method, the ñtrueò 

value of hmax is within the confidence region, one of the coordinates of which characterizes the 

spread in estimates hp* over height (due to the spread of ʘ* and b*), and the other over ʨ* (due to 

the values of ɚ* with a small number of storms). These regions are shown in Fig. 5.5. 

 
Fig. 5.5 

Joint confidence regions of estimates of significant wave heights that are possible once every 25, 50, 100 years using POT method 

 

Thus, the estimates obtained by the POT method (as well as by other methods) depend on the 

choice of approximative expressions for the distributions. However, unlike other methods, in the 

POT method, the uncertainty of estimates is also associated both with wave height hp*, and with a 

frequency period. For example, in Fig. 5.5, the estimate of the maximum 25-year wave is contained 

within an interval of 7,2 to 8,4 m, and the frequency period is 20 to 45 years. 
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5.2.4 Quantile function method (BOULVAR). 

In order to eliminate the limitations inherent in the POT method and to take into account the 

asymptotic characteristics of the AMS method, let us consider n samples consisting of heights hij
+
 of 

the largest waves of the ñnò strongest storms in the i-th year (i =1,..,ʊ; j=1,...,n). Each of the 

samples includes the wave heights that belong to different storms (no more than one height is taken 

from each storm). Ranging each sample in descending order, we get a set of variate values: 

 

 

1
st
 year 

2
nd

 year 

 

ʊ
th
 year 

(5.28) 

 

Number ñnò of members of the i-th sample (i = l, ..., T) can be different, but nÓ1. For n =1 (i.e., 

one storm per year), we receive a sample of annual maxima of wave heights. Maximum wave height 

hmax that is possible once every ʊ years is the extreme member of the sample. Order statistics hij
+
 are 

estimates of quantiles ʭʨ, their probabilistic properties are described by the joint distribution 

function: 

 

  (5.29) 

 

called the quantile function. The method to calculate the maximum waves based on the use of 

relation (5.28) - (5.29) is known as the BOULVAR method [52, 53, 54, 50, 55, 56]. The name of the 

method comes from the first letters of its authorsô names (BOUkhanovsky, Lopatoukhin VAlentine 

Rozhkov). Heights h
+
 of the largest waves in a sequence of storms within one year may be 

considered as connected random variables. This is due to the fact that h
+
 shall, by definition, 

decrease in the second, third and subsequent, in terms of intensity, storms. Therefore, there is a 

correlated sequence of maximum waves in individual storms. It is known from the mathematical 

statistics that the ranging operation of even an independent initial sample with distribution density 

f(x) leads to the occurrence of a correlation between the i-th and j-th order statistics. 

Let us consider (5.28) together with distribution (5.29). Let us assume that ʨn is the probability 

of occurrence, in year i, n storms of a certain intensity, then the multivariate distribution of the 

probabilities of the highest wave heights in a sequence of storms exceeding a given level will be: 

 

 (5.30) 

 

Distribution (5.30) is a generalization of distribution (5.23). In the general case, the calculation 

of distribution (5.30) is rather time-consuming. Therefore, unlike the methods discussed above, the 

BOULVAR method assumes the use of a set of probabilistic models in the calculations and includes 

the following main steps of calculations for the T-year extremes: 

1. Using a probabilistic model of a periodically correlated random process (PCRP), an ensemble of 

T-year realizations of mean monthly wave heights z(t) is synthesized that determine the seasonal 

and year to year variability of storm activity. 
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2. An ensemble of T-year sequences of alternating storms and weather windows is synthesized 

relative to level z(t). 

3. Based on the model ensemble obtained at step 2, the quantiles of the multivariate distribution 

(5.30) are estimated corresponding to extreme waves that are possible one (or several) times every ʊ 

years. 

Thus, the BOULVAR method does not use the assumption of storm sequence independence. As 

the calculations use not only storms exceeding a certain level, but also maximum storms in each 

year (that is, unlike the POT method, there are no years, for which data were not taken into account 

for a given year), it the possibility remains to use asymptotic distributions for the maximum wave 

heights. 

In addition, the use of the multivariate distribution (5.29) allows estimating not only the first, but 

also the subsequent maxima that are possible in a given number of years, which is a noticeable 

advantage of the BOULVAR method over the others. In particular, situations are possible when the 

second maximum that is possible once every 100 years, may be greater than the maximum possible 

once every 50 years. 

5.2.5 Parameters associated with extreme waves. 

Each of the considered methods to calculate the extreme waves has its own advantages and 

disadvantages. To solve applied problems, it seems appropriate that a risk level shall be determined 

that is acceptable when estimating the maximum waves. In particular, it is known that an 

underestimation of the maximum wave increases the facility destruction risk, and an overestimate of 

the wave leads to an increase in the offshore installation cost. 

The problem of choosing the extreme conditions can be clearly demonstrated when analyzing 

two-dimensional distributions of wave heights and periods. This distribution is shown in Fig. 5.6, 

the isometric lines of the different frequency periods of these estimates are also shown in this figure. 

 
Fig. 5.6 

 

Point diagram of significant wave heights hs and corresponding (associated) wave periods ʊʨ in the South-Eastern part of the 

Barents Sea, as well as isometric lines of combinations (hs, Tp) with frequency period of 1 time per year and 10 years  
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Moving along an isometric line of the same frequency period, we obtain a set of different 

estimates of both wave heights and periods, i.e., any point on the isometric line corresponds to a 

wave that is possible once every n years. The problem of choosing the appropriate point depends on 

the specific applied tasks and the acceptable risk, which depends on a set of numerous factors. The 

problem of risk in design and operation of offshore installations is the subject of active international 

research. In particular, the problem of risk was taken to a separate section at the last conference 

[57]. Some approaches are indicated in papers [58, 59] and are given in the latest edition of the RS 

Rules [60]. 

To estimate the wave periods, the distribution shown in Fig. 5.6 may be written in terms of the 

product of marginal f(h) and conditional f(Ű | h) distributions: 

  (5.31) 

Then, the regression (the conditional mean) is used as an estimate of the conditional (associated) 

period corresponding to wave height hn: 

 (5.32) 

Estimate Űass can be approximated by the relation: 

 (5.33) 

For the open areas of the Barents Sea and the Sea of Okhotsk, the value of ɸ is within a range of 

4,6 to 5,0, and ɺ is approximately equal to 0,5. For the North Caspian, the curve of wave period 

growth with height is more flattened, ɸ = 4,0 ï 4,3, ɺ = 0,3 ï 0,4 (depending on a depth). Fig. 5.7 

shows an example of regression (5.33) and the corresponding point diagram of the wave heights and 

periods according to instrument measurements using an instrument in the Caspian Sea. 

 

 
Fig. 5.7 

Relationship between heights and periods of waves in the Caspian Sea 

 

When calculating the periods to compile the tables in the second part of this reference data, 

information was used on mean periods Űassſɇz defined as the time between the crossing of the zero-

level realization in one direction (that is, by changing the sign of the derivative from the process 

realization). Like any other characteristics, wave periods are statistical estimates that belong to a 
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certain interval. When solving applied tasks, various relationships are used based on the 

generalization of measurement data obtained in a particular area. More specifically, there is a 

number of relationships to find lower boundary (Tz)lower. For calculations of (Tz)lower, the following 

relationship can be recommended: 

 (5.34) 

The upper value of (Tz)upper shall implicitly correspond to a certain quantile of the conditional 

distribution of fixed-height periods f(ɇz|h). The relevant information on mean wave period 

distribution is available in the USSR Register reference book [3]. The substantiation of the obtained 

approximations is also given in [61] and others. 

The above approaches to calculate the extreme wave heights refer to estimates of the highest 

wave heights at a particular point in the sea. Such approaches are used when estimating the 

conditions where a fixed facility would be operated. Thousands of ships ply the oceans and seas, 

and for them, the problem of estimating the extremes at a point is rather important, but not sufficient 

for safe operation. Approaches for estimating the extremes in a certain water area as a whole (i.e., in 

space) are much more complicated than estimating at a point. Even if the extremes are estimated at a 

set of points of a certain water area, this does not mean that an extremum would be determined that 

is possible for the entire water area. Space is not an elementary collection of points. Here are some 

of the problems and results of the space-related study of waves. Some results were reported at the 

conference [62]. 

 

5.2.6 Spatial extremes of wave heights. 

In order to describe the spatial extremes of wave heights that are possible once every ʊ years, let 

us consider a generalization of the BOULVAR method based on the model of the space-time 

variability of storms. Generalizing the definition for waves at point (as compared with Fig. 5.1), a 

storm is understood as space-time domain: 

 (5.35) 
where Z - storm level. 

 

Table 5.4 gives the main spatial characteristics of storms. 
 

Table 5.4 
 

Spatial parameterization of storms 
 

Description Notation Definition 

Storm area 
Sɋ(t) 

 
Equivalent diameter L(t) 

 
Storm-average wave height Ὤ(t) 

 
Geometric center of storm r0(t)  
Geometric wave height h

+
(t)  

Center of maximum waves r
+
(t)  
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It shall be noted that complex {h
+
, r

+
} determines the extreme features of storm, and {Ὤ, r0} 

determines the general position of the storm in space. Table 5.5 shows the parameter estimates from 

Table 5.4 for the Barents Sea. The first lines of the table give the probabilities of storm occurrence 

Ʌtotal and the corresponding conditional probabilities ɅN of the simultaneous occurrence of N storms. 

In particular in winter, the wave height will be more than 2 (m) at least at one point of the sea in 

43,7% of cases. However, only in 1,4% of cases, there will be more than two storms at once. 

Analysis of Table 5.5 shows that, in the general case, the consideration can only be restricted to 

one storm at each moment of time, whose greatest waves are observed at its center r0. As its main 

characteristic, complex {h
+
,L} where h

+
 also follows the multivariate distribution (5.29), which is 

typical for BOULVAR. As for the extremes at a point, probabilistic models are used to calculate 

this distribution; in this case, they also take into account temporal variability. The simulation and 

verification procedure is rather complicated and described in detail in [62, 63]. 

 

Table 5.5 

 
Probabilistic characteristics of spatial parameters of storms 

Parameter z = 2,0 (m) z = 4,0 (m) 

I IV VII  X I IV VII  X 

ʈtotal 

 

PN 

(%) 

N=1 

N=2 

NÓ 3 

h 

[m] 

Average 

RMSD 

95% 

h
+
 

[m] 

Average 

RMSD 

95% 

L [km] 

Average 

RMSD 

95% 

 

The probabilistic simulation of field extremes makes it possible not only to estimate the 

maximum waves that are possible once every ʊ years over the entire field. It also reproduces the 

motion trajectories of extreme storms, their spatial characteristics (in particular, a size of the area 

where the extreme wave exceeds a given level), as well as the spatial distribution of strong storms 

over the water area. 
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5.2.7 Extremes of wave heights and wind speeds by directions. 

The analysis specifics of such data is that (h,ɗ) is a system of dependent random scalar h and 

angular ɓ variables, and (V,ű) specifies a geometric vector. The distribution of extremes without 

regard to directions is a mixture of the distributions of the highest wave heights or wind speeds from 

different sectors ɗ (or ű): 

 

 (5.36) 

 

Here ɔi - weight coefficients that are selected from the matching condition so as = 1, and 

that are proportional to return period f(ɗ|h]dɗ. Thus, the calculation of the extremes in by directions 

is reduced to matching a density of the annual maximum distribution without taking into account 

directions f(h) (of the corresponding distribution function F(h)) with the distributions of the annual 

maxima of the heights of waves propagating from a certain direction ◖ ɓ(h). Obviously, wave height 

hn that is possible once every n years from the direction ɗ will be the quantile of distribution f(h) 

without taking into account the directions. This approach makes it possible to correlate the estimates 

of wave heights (and wind speeds) by directions so that the wave heights that possible once every n 

years will be realized in one of the directions. 

As an example, Table 5.6 shows estimates of the conditional return period of directions for 

waves over 5 m, i.e., f(ɗ|h)dɗ at h > 5 (m). 
 

Table 5.6 
 

Conditional frequency of wave directions of average heights above 5 (m) in the central part of the Barents sea 

 

Point N NE E SE S SW W NW 

f(ɗ|h), %  

 

Table 5.6 shows that high waves do not come from all directions. In addition, density f(ɗ | h) for 

waves above 5 (m) becomes bi-modal as strong storms can be caused by autumn north-westers if 

the ice conditions allow sufficient fetch, or by winter winds from the south, southeast and south-

west directions. Fig. 5.8 shows an example of frequency period approximation in directions f(ɗ|h) 

from Table 5.6 using the von Mises distribution with parameters ʨ1 = 0,7, ɛ1 = 315Á, r1 = 7, ʨ2 = 0,3, 

ɛ2 = 180Á, r2 = 4. 

 
(5.37) 

  
where  

 (5.38) 

 
ï  modified Bessel function of zero order of the first kind.  
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Varying parameters ɛk and rk allows obtaining distributions from uniform to focused ones. 

Fig. 5.8 shows a fairly good correlation to the approximation with the initial data. 

 
Fig. 5.8 

Conditional frequency of wave directions with average heights above 5 m.   

1 - measurement data, 2 - approximation by mixture of von Mises distributions.  

The Barents Sea, central part 

 

5.2.8 Calculation of wave parameters that are possible once every 1000 and 10000 years. 
 

In some situations (for example, when insuring an expensive installation located in the open 

sea), it becomes necessary to estimate the wave heights that are possible less often than once every 

10 years, in particular, once every 1000 and even every 10000 years. 

Currently, there are at least two approaches to estimate such wave heights: statistical and 

physical. The physical approach requires both to estimate the limiting (for physical reasons) waves 

during a hypothetically probable (but possibly not yet recorded) storm and to take into account 

scenarios of a possible change in circulation processes when affected by natural and anthropogenic 

factors. Such problems are being solved by the scientific community within the framework of large 

international projects rated for several years. For example, the STOWASUS project (STOrm 

WAves and SUrges Scenarios: ñStorm waves and surges - scenarios for the XXI centuryò). 
 

 

Statistical approach. 
 

Among the various statistical approximations to the problem under consideration, we give the 

most substantiated interpretation, which is fundamentally different from the naive extrapolation of 

regime distributions taken in some papers to a domain of very low probabilities. Let us consider 100 

samples of 100 annual maximum wave heights, each of which is distributed according to Gumbel 

law (5.22). 

Extreme term h1/100 of such samples is also a random variable distributed according to law 

(5.22), but with parameter a100, b100 determined by relations (5.23), as  



54 

 

 (5.39) 

Thus, quantile (h1/10)
3
 of distribution (5.22) is quantile h1/10 of distribution (5.39) with parameters 

(5.23), and quantile h1/10
4
 of distribution (5.22) is quantile h1/100 of distribution (5.39) with 

parameters (5.23). 

Therefore, the wave heights that are possible once every 1000 and 10000 years are interpreted as 

upper decile ὬȾ  and percentile ὬȾ  of the probabilistic interval of wave height that is possible 

once every 100 years. If the values of wave heights h1/T1, h1/T2 are given that are possible once every 

ʊ1 and T2 years, and considered as probability quantiles of 1/ʊ1 and 1/ʊ2 of the Gumbel distribution, 

then parameters (5.22) are uniquely determined b100 = b, ʘ100 = ʘ + b ln100. 

So, if for the South-Eastern part of the Barents Sea, the estimates of significant wave heights that 

are possible once every 50 and 100 years h50=5,7 m, h100=5,9 m. Then, ʘ=4,6 m, b=0,3 m. The 

median of distribution (5.22) with these parameters is 6,0 m, and estimates of significant wave 

heights that are possible once every 1000 and 10000 years will be h1/10
3
=6,5 m, h1/10

4
=7,2 m. 

This approach can also be applied to estimate the wave heights that are possible once every 1000 

and 10000 years by directions. The above approach was applied to calculate waves for the 

Prirazlomnoye oil field in the Pechora Sea [64]. 
 

 

Physical approach.  
 

When calculating the limiting waves, consideration shall be given to the fact that it is necessary 

to predict the waves for very long frequency periods under synoptic conditions, which did not occur 

before, but might be realized without violating the laws of aerodynamics and hydrodynamics. 

Therefore, the question of the physical realizability of the wave formation conditions leading to 

such rare events is of great importance, but does not have a final solution. It shall be noted that 

attempts to create a certain synthetic storm, which did not take place, but might have occurred, lead 

to unrealistically high estimates of wave heights and other hydrometeorological phenomena [65]. 

Several international projects have been completed where an attempt was made to take into 

account storm activity (frequency of cyclones, maximum winds) using various scenarios of climate 

change. For example, when the content of carbon dioxide in the atmosphere is doubled compared to 

the present time. However, all these results have not been brought to a specific applied result. 
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Part 2 provides the following statistical characteristics of wind and waves: 

 

ü Highest wind speeds with return period of once a year, every 5, 10, 25, 50, 100 years, with no 

allowance for directions, and by eight points at averaging intervals of 1 hour, 10 min and 5 s 

(gusts). 

ü Duration of storms  and weather windows Ū for wind speed by gradation (every 5 (m/s)): 

mean values ὼӶ, root-mean-square ůx and maximum mʘʭ[ʭ] values by months. 

ü Frequency (%) of wind speeds (V, m/s) by directions ű, frequency f(V)% and probability F(V)% 

of wind speeds and frequency of wind directions f(ű)% by months and for the whole year. 

ü Wave heights, periods, lengths (mean, of 13 per cent, 3 per cent, 1 per cent, 0,1 per cent 

probability) and crest heights of 0,1 per cent probability, possible once a year, every 5, 10, 25, 

50, 100 years. 

ü Duration of storms  and weather windows Ū for wave heights of 3 per cent probability by 

gradations (every 2 (m)): mean values ὼӶ, root-mean-square ůx and maximum mʘʭ[ʭ] values by 

months. 

ü Frequency (%) of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency 

f(h)% and probability F(h)% of wave heights, and frequency of wave directions f(ɗ)% by 

months and for the whole ice-free period. 

ü Joint frequency (%) of wave heights of 3 per cent probability (h3%, m) and mean periods Ű (s), 

frequency f% and probability F% of wave heights and periods, and regression curves mh(Ű), 

mŰ(h). 
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The Barents Sea 
 

Area 1 (Western part of the Barents Sea) 

 

Table B.1.1 

 

Highest wind speeds (m/s) with frequency of once a year, every 5, 10, 25, 50, 100 years, with no 

allowance for directions, and by eight points at averaging intervals of 1 hour, 10 min and 5 s (gusts) 

 

 
 

Table B.1.2 

 

Duration of storms  and weather windows Ū for wind speed by gradations (mean values ̖, root-

mean-square ůx and maximum mʘʭ[ʭ] values), day 

 

V (m/s) 
Storms  Weather windows Ū 

 ů max[ ]  ůŪ max[Ū] 

JANUARY  

 
FEBRUARY 

 

  

ʊ, years N NE E SE S SW W NW General 

 

Averaging interval: 10 min 

Averaging interval: 5 s (gusts) 

Averaging interval: 1 hour 



58 

 

 
  

MARCH  

APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

NOVEMBER  

DECEMBER  

MARCH  



59 

 

Table B.1.3 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JANUARY  

 
 

Table B.1.4 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

FEBRUARY 

 
 

Table B.1.5 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MARCH  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.1.6 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

APRIL  

 
 

Table B.1.7 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MAY  

 
Table B.1.8 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JUNE 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.1.9 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JULY  

 
Table B.1.10 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

AUGUST 

 
Table B.1.11 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of speeds and 

frequency of wind directions f(ű), %. 

SEPTEMBER 

  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.1.12 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

OCTOBER 

 
Table B.1.13 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of speeds and 

frequency of wind directions f(ű), %. 

NOVEMBER  

 
Table B.1.14 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

DECEMBER  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.1.15 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

THROUGHOUT THE YEAR  

 
 

Table B.1.16 

Heights, periods, wave lengths (medium, 13 per cent, 3 per cent, 1 per cent, 0,1 per cent probability), 

and crest heights of 0,1 per cent probability, possible once a year, every 5, 10, 25, 50, 100 years 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

WAVE HEIGHTS (m)  

WAVE PERIODS (s) 

WAVE LENGTHS (m)  

CREST HEIGHTS (m) 
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Table B.1.17 

Duration of storms  and weather windows Ū for wave heights of 3 per cent probability by gradations 

(mean values ̖, root-mean-square ůx and maximum mʘʭ[ʭ] values), day 

 

h3% (m) 
S torms  Weather windows Ū 

 ů max[ᴑ]  ůŪ max[Ū] 

 
  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

FEBRUARY  

JANUARY  
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Table B.1.18 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JANUARY  

 
Table B.1.19 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

FEBRUARY 

 
 

  

NOVEMBER  

DECEMBER  

h3%, m N NE E SE S SW W NW f(h) F(h) 

 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.1.20 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MAY  

 
 

Table B.1.21 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JUNE 

 
 

Table B.1.22 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JULY  

 
 

 

Table B.1.23 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

AUGUST 

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.1.24 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

SEPTEMBER 

 
 

 

Table B.1.25 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

OCTOBER 

 

 
 

Table B.1.26 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

NOVEMBER  

 

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.1.27 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

DECEMBER  

 
 

Table B.1.28 

 

Frequency of wave heights of 3 per cent probability ( h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

ICE-FREE PERIOD (V-Ʉ) 

 
 

Table B.1.29 

 

Joint frequency of wave heights of 3 per cent probability (h3%, m) and average period Ű (s), 

frequency f and probability F of wave heights and periods, and regression curves 

mh(Ű), mŰ(h), % . ICE-FREE PERIOD (V-II)  

  
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

Mean period Ű (s) Characteristics 

(m) 
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Area 2 (South-Western part of the Barents Sea) 
 

 

Table B.2.1 

 

Highest wind speeds (m/s) with frequency period of once a year, every 5, 10, 25, 50, 100 years, with no 

allowance for directions, and by eight points at averaging intervals of 1 hour, 10 min and 5 s (gusts) 

 
 

Table B.2.2 

 

Duration of storms  and weather windows Ū for wind speed by gradations (mean values ̖, root-

mean-square ůx and maximum mʘʭ[ʭ] values), day 

 

V (m/s) 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

T, years N NE E SE S SW W NW General 

 

Averaging interval: 10 min 

Averaging interval: 5 s (gusts) 

Averaging interval: 1 hour 

FEBRUARY  

JANUARY  
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APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

NOVEMBER  

DECEMBER  

MARCH  
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Table B.2.3 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JANUARY  

 
Table B.2.4 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

FEBRUARY  

 
Table B.2.5 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MARCH  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.2.6 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

APRIL  

 
Table B.2.7 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MAY  

 
Table B.2.8 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JUNE 

 

  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.2.9 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JULY  

 
Table B.2.10 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

AUGUST 

 
Table B.2.11 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of speed and 

frequency of wind directions f(ű), %. 

SEPTEMBER 

  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.2.12 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

OCTOBER 

 
Table B.2.13 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

NOVEMBER  

 
Table B.2.14 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

DECEMBER  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.2.15 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

THROUGHOUT THE YEAR  

 
Table B.2.16 

 

Wave heights, periods, lengths (mean, of 13 per cent, 3 per cent, 1 per cent, 0,1 per cent probability) 

and crest heights of 0,1 per cent probability, possible once a year, every 5, 10, 25, 50, 100 years. 

Areas V, VI of the Barents Sea 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

WAVE HEIGHTS (m)  

WAVE PERIODS (s) 

WAVE LENGTHS (m)  

CREST HEIGHTS (m) 
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Table B.2.17 

Duration of storms  and weather windows Ū for wave heights of 3 per cent probability by gradations 

(mean values ̖, root-mean-square ůx and maximum mʘʭ [ʭ] values), day 

h3% (m) 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

MARCH  

FEBRUARY  

JANUARY  
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Table B.2.18 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JANUARY  

 
Table B.2.19 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

FEBRUARY 

 
Table B.2.20 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MARCH  

 
  

NOVEMBER  

DECEMBER  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.2.21 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

APRIL  

 
Table B.2.22 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MAY  

 
Table B.2.23 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JUNE 

 
Table B.2.24 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JULY  

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.2.25 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

AUGUST 

 
Table B.2.26 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

SEPTEMBER 

 
Table B.2.27 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

OCTOBER 

 
Table B.2.28 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

NOVEMBER  

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 



80 

 

Table B.2.29 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

DECEMBER  

 
Table B.2.30 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

ICE-FREE PERIOD (I -XII)  

 
Table B.2.31 

 

Joint frequency of wave heights of 3 per cent probability (h3%, m) and average period Ű (s), 

frequency f and probability F of wave heights and periods, and regression curves 

mh(Ű), mŰ(h), % . ICE-FREE PERIOD (I -XII)   

 
  

Mean period Ű (s) Characteristics 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

(m) 
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Area 3 (Central part of the Barents Sea) 
Table B.3.1 

 

Highest wind speeds (m/s) with frequency period of once a year, every 5, 10, 25, 50, 100 years, with no 

allowance for directions, and by eight points at averaging intervals of 1 hour, 10 min and 5 s (gusts) 

 
 

Table B.3.2 

 

Duration of storms  and weather windows Ū for wind speed by gradations (mean values ̖, root-

mean-square ůx and maximum mʘʭ[ʭ] values), day 

V (m/s) 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

Averaging interval: 10 min 

Averaging interval: 5 s (gusts) 

Averaging interval: 1 hour 

T, years N NE E SE S SW W NW General 
 

MARCH  

FEBRUARY  

JANUARY  
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APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

NOVEMBER  

DECEMBER  
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Table B.3.3 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JANUARY  

 
Table B.3.4 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

FEBRUARY  

 
Table B.3.5 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MARCH  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.3.6 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

APRIL  

 
 

Table B.3.7 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MAY  

 
Table B.3.8 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JUNE 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.3.9 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JULY  

 
 

Table B.3.10 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

AUGUST 

 
 

Table B.3.11 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

SEPTEMBER 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.3.12 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

OCTOBER 

 
 

Table B.3.13 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

NOVEMBER  

 
 

Table B.3.14 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

DECEMBER  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.3.15 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

THROUGHOUT THE YEAR  

 
 

Table B.3.16 

Wave heights, periods, lengths (mean, of 13 per cent, 3 per cent, 1 per cent, 0,1 per cent probability) 

and crest heights of 0,1 per cent probability, possible once a year, every 5, 10, 25, 50, 100 years. 

Area VII of the Barents Sea 

 
  

WAVE HEIGHTS (m)  

WAVE PERIODS (s) 

WAVE LENGTHS (m)  

CREST HEIGHTS (m) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.3.17 

Duration of storms  and weather windows Ū for wave heights of 3 per cent probability by gradations 

(mean values ̖, root-mean-square ůx and maximum mʘʭ[ʭ] values), day 

h3% (m) 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

MARCH  

FEBRUARY  

JANUARY  
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Table B.3.18 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JANUARY  

 
Table B.3.19 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

FEBRUARY  

 
Table B.3.20 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MARCH  

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

NOVEMBER  

DECEMBER  
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Table B.3.21 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

APRIL  

 
Table B.3.22 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MAY  

 
Table B.3.23 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JUNE 

 
Table B.3.24 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JULY  

 
Table B.3.25 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

AUGUST 

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.3.26 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

SEPTEMBER 

 
Table B.3.27 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

OCTOBER 

 
Table B.3.28 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

NOVEMBER  

 
Table B.3.29 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

DECEMBER  

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 
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Table B.3.30 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

ICE-FREE PERIOD (I -XII)   

 
 

Table B.3.31 

 

Joint frequency of wave heights of 3 per cent probability (h3%, m) and average period Ű (s), 

frequency f and probability F of wave heights and periods, and regression curves 

mh(Ű), mŰ(h), % . ICE-FREE PERIOD (I -XII)  

 
  

Mean period Ű (s) Characteristics 

(m) 

h3%, m N NE E SE S SW W NW f(h) F(h) 



93 

 

Area 4 (Southern part of the Barents Sea) 
 

Table B.4.1 

 

Highest wind speeds (m/s) with frequency period of once a year, every 5, 10, 25, 50, 100 years, with no 

allowance for directions, and by eight points at averaging intervals of 1 hour, 10 min and 5 s (gusts) 

 

 
 

Table B.4.2 

 

Duration of storms  and weather windows Ū for wind speed by gradations (mean values ̖, root-

mean-square ůx and maximum mʘʭ[ʭ] values), day 

 

V (m/s) 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

Averaging interval: 10 min 

Averaging interval: 5 s (gusts) 

Averaging interval: 1 hour 

T, years N NE E SE S SW W NW General 
 

FEBRUARY  

JANUARY  
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APRIL  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

NOVEMBER  

DECEMBER  

MARCH  
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Table B.4.3 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JANUARY  

 
Table B.4.4 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

FEBRUARY 

 
 

Table B.4.5 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MARCH  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.4.6 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

APRIL  

 
 

Table B.4.7 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

MAY  

 
 

Table B.4.8 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

JUNE 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.4.9 

 

Frequency of wind speeds (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speed 

and frequency of wind directions f(ű), %. 

JULY  

 

 
 

Table B.4.10 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

AUGUST 

 
 

Table B.4.11 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

SEPTEMBER 

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.4.12 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

OCTOBER 

 
 

Table B.4.13 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

NOVEMBER  

 
 

Table B.4.14 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

DECEMBER  

 
  

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 

 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.4.15 

 

Frequency of wind speed (V, m/s) by directions ű, frequency f(V) and probability F(V) of wind speeds 

and frequency of wind directions f(ű), %. 

THROUGHOUT THE YEAR  

 
 

Table B.4.16 

 

Wave heights, periods, lengths (mean, of 13 per cent, 3 per cent, 1 per cent, 0,1 per cent probability) 

and crest heights of 0,1 per cent probability, possible once a year, every 5, 10, 25, 50, 100 years. 

Area IX of the Barents Sea 

 
  

WAVE HEIGHTS (m)  

WAVE PERIODS (s) 

WAVE LENGTHS (m)  

CREST HEIGHTS (m) 

V (m/s) N NE E SE S SW W NW f(V) F(V) 
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Table B.4.17 

Duration of storms  and weather windows Ū for wave heights of 3 per cent probability by gradations 

(mean values ̖, root-mean-square ůx and maximum mʘʭ[ʭ] values), day 

h3%, m 
Storms ᴑ Weather windows Ū 

 ůᴑ max[ᴑ]  ůŪ max[Ū] 

 
  

MAY  

JUNE 

JULY  

AUGUST 

SEPTEMBER 

OCTOBER 

FEBRUARY  

JANUARY  

MARCH  

NOVEMBER  

DECEMBER  
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Table B.4.18 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JANUARY  

 
Table B.4.19 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

FEBRUARY  

 
Table B.4.20 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

MAY  

 
Table B.4.21 

 

Frequency of wave heights of 3 per cent probability (h3%, m) by directions ɗ, frequency f(h) and 

probability F(h) of wave heights, and frequency of wave directions f(ɗ), %. 

JUNE 

 
  

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 

h3%, m N NE E SE S SW W NW f(h) F(h) 


